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On robots and flies: Modeling the visual orientation behavior of flies
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Abstract

Although artificial and biological systems face similar sensorimotor control problems, until today only a few attempts
have been made to implement specific biological control structures on robots. Nevertheless, the process of designing the
sensorimotor control of a robot can contribute to our understanding of these mechanisms and can provide the basis of a critical
evaluation of existing biological models. Flies have developed a specialized visuomotor control for tasks such as course
stabilization, fixation and approach towards stationary objects, tracking of moving objects and landing, which are based on
the analysis of visual motion information. Theoretical and experimental results suggest that in flies the visuomotor control
for course stabilization as well as fixation and approach towards stationary objects may be implemented at least partially
by one common sensory circuit. We present agents with a visuomotor controller that regulates the two behaviors of course
stabilization and object fixation. To test this controller under real world conditions, we implemented it on a miniature robot.
We have been able to show that in addition to course stabilization and object fixation, the robot also approaches stationary
objects. ©1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

1.1. Biology for robotics

In many aspects of technological applications an
increasingly important goal is to build robust au-
tonomous robots that are able to achieve tasks in a
dynamic and unpredictable environment. Robots are
particularly needed where humans are not able to
survive and remote control is difficult to implement
(e.g., repair of sewage systems, expedition to Mars,
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volcanoes or deep sea explorations). By studying nat-
ural systems, much can be learnt about the design of
technical solutions.

Recently, behavioral mechanisms of biological sys-
tems have specifically been considered more closely
for the design of autonomous mobile robots. The sug-
gestion of Tinbergen [46] on behavioral modules for
the description of complex behavior in biological sys-
tems has turned out to serve as a good model for
robust control of behavior in autonomous robots. Evo-
lutionary, developmental and learning processes have
been applied to adaptive control of autonomous agents
[17,26]. In addition, several researchers have stressed
that the environment plays an important role in the ad-
equate organization of behavior and thereby reduces
the complexity of internal mechanisms [3,4].
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Until today, however, these concepts have been ap-
plied to the field of robotics only on a very abstract
level and many problems still remain unsolved. Mod-
els of biological systems have been used for robot con-
trol and actual sensorimotor mechanisms of biologi-
cal systems have been implemented into robots (e.g.,
[2,8,11,50]), although little is known about the func-
tionality of many sensorimotor processes in biologi-
cal systems. Autonomous robots and simulated agents,
e.g., have been designed with orientation mechanisms
that are inspired by the behavior of flies. Visuomotor
controllers have been developed that use visual mo-
tion information. Mostly these agents use the visual
motion information for obstacle avoidance [12,18,51]
or tracking of other objects [8,35].

1.2. Robots for biology

The development of robots that are inspired by liv-
ing organisms does not only have a major influence
on the development of new technologies but is also a
promising complementary research approach for the
study of biological systems. The simulation of simple
life forms and the implementation of behavioral mod-
els on robots may be especially useful to our under-
standing of biological systems, e.g., to test models of
biological information processing.

Information processing has been studied in
insects for many years because insects show
stimulus–response characteristics that allow insight
into the mechanisms of visual processing as well
as into the interaction of sensory input and motor
output. Especially the visually controlled orientation
behavior of flies is particularly well studied under
controlled conditions with walking or tethered flying
flies [21,24,31,42] as well as in free flight situations
[6,10,33,48,52].

Results from fly research suggest that the two be-
haviors of course stabilization and approach towards
stationary objects may be realized at least partially
by one common behavioral module [5,9,23,24,42].
Reichardt and Poggio [42] used differential equations
to describe these orientation behaviors of flies. In
our work, we use the robotics approach to investi-
gate this hypothesis. Our goal is to build a single
visuomotor controller that regulates both behaviors.
We modeled the subsequent processing steps in the

visual system of flies in detail. Like the robots of
Franceschini et al. [18] and others, the agent uses
visual motion information of a 360◦ horizontal field
of view for behavior control. We can demonstrate that
our computer-simulated agent is able to control the
two behaviors of course stabilization and approach
towards stationary objects by evaluating the motion
information with a single visuomotor controller. To
test the behaviors under real world conditions, we
implement the control structure on a miniature robot
– theKheperaTM [36].

2. Visuomotor control of a computer-simulated
agent

2.1. Model of the visual system

The large compound eyes of the fruitflyDrosophila
melanogastereach consist of about 700 ommatidia.
The visual signals on the retinae are processed in three
neural layers: the neuropils lamina (L), medulla (M)
and lobula complex which again can be divided into
the anterior lobula (LO) and the posterior lobula plate
(LP) (Fig. 1).

Results on fly research suggest that the neurons in
these layers are responsible for contrast enhancement,
reduction of signal redundancy, signal amplification,
motion detection and evaluation of the motion signals
[21,27,28,45]. We have implemented these levels of
visual information processing in a simplified model
(Fig. 2).

2.1.1. Spatial lowpass filtering in the retina
The agent had a horizontal array of sensors with a

360◦ field of view which scanned the visual world at
the horizon. The visual input to the sensors was spa-
tially lowpass filtered by Gaussian filters (σ = 3.8◦).
As in Drosophila[21], the optical axes of the sensors
had an angular distance of dϕ = 4.6◦. Hence the array
had 78 sensors.

2.1.2. Redundancy reduction and amplification of
the signal in the lamina

In flies large monopolar cells (LMCs) in the lamina
are known to be responsible for local contrast enhance-
ment both by reducing redundant parts of the signal
and by signal amplification [34,45]. We have modeled
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Fig. 1. Cross-section through the fly’s brain with large compound eyes (redrawn from [28]), the retina (R), lamina (L), medulla (M), lobula
(LO), lobula plate (LP) and the cervical connective (CC). The lamina and medulla are connected via the external chiasm (CHE) and the
medulla and lobula complex via the internal chiasm (CHI).

Fig. 2. Sketch of the agent with ring sensor (R), simplified models of the three layers of the visual system: lamina (L), medulla (M), lobula
plate (LP), and the transmission weights (wll , wlr , wrl , wrr) that couple the outputs of the large field units (βl , βr) to the motor system. (b)
Model of the visuomotor controller with the functional processing steps that take place in the different layers of the agent’s visual system
((*) the bandpass filter is only realized on theKheperaTMrobot, see Section 4).

the temporal aspects of the LMC cells by applying a
temporal highpass filterH (τH = 20.0 steps, where
one step corresponds to one simulation cycle), which
eliminates temporally redundant parts of the signal,
i.e. signals which are steady or slowly changing in
time. The signals are then linearly amplified to the full
range of 256 gray-level values.

2.1.3. Motion detection and evaluation in the
medulla and lobula plate

Compared to human eyes the resolution of the com-
pound eyes is very coarse. Thus, the perception of
shape is more difficult. There is strong evidence that
for visual orientation the detection of motion plays
a prominent role (e.g., [27,40]). For motion percep-
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tion in insects, Hassenstein and Reichardt [27] pro-
posed a detector which correlates temporal modula-
tion of image intensities in two neighboring omma-
tidia. The detector model has two mirror-symmetrical
subunits. In each subunit the signals of two input chan-
nels are multiplied after the signals have been filtered
by two lowpass filters with different time constants.
We have modeled the lowpass filters of the motion
detectors with the time constantsτ1 = 1.5 steps and
τ2 = 5.0 steps. The outputs of the two subunits are
then subtracted to obtain the direction of the motion
stimulus. From electrophysiological studies it has been
concluded that the subtraction stage of the movement
detector is localized on the dendrites of the large field
tangential neurons within the lobula plate of the fly
(review: [29]).

These neurons integrate the motion signals over
large receptive fields, and are specialized in terms of
certain motion patterns. For example, the horizontal
equatorial cells (HSE cells) respond maximally to hor-
izontal progressive motion in the frontolateral field of
view. The HSE cells receive input from motion de-
tectors that respond more strongly to a pattern mov-
ing horizontally from front to back (progressive mo-
tion) than from back to front (regressive motion). The
asymmetry results from the fact that the time course
of these motion detector subunits is not completely
mirror symmetric [16]. The asymmetric response of
the detector subunits is modeled by a gain of 1.0 for
progressive and 0.7 for regressive motion.

Modeling the HSE cells, two large field units inte-
grate the motion information over a 184◦ field of view
in the right and left hemisphere with an overlapping
region of 8◦ in the front. The sensitivity distribution
S(j) (j number of sensors, where the sensors±1 are
oriented at the visual anglesϕ = ±2.3◦ off the head-
ing direction and the sensors±39 atϕ = ±177.1◦) is
modeled by the function:

S(j) = ajb e−cj (1)

with a = 0.625, b = 0.7 and c = 0.15 andj ∈
[−1,39] (see also Fig. 3).S(j) is bilaterally symmet-
rical for the two integration units (S(j) = S(−j)) and
the maximum ofS(j) is at the sensor 5 (atϕmax =
23◦). The outputs (βl, βr) of the integration units are
coupled via transmission weights to the motor system.

Fig. 3. The spatial sensitivity distribution of both large field units.

2.2. Model of the motor system

The agent was modeled as a simple kinematic sys-
tem with two motors, ignoring its mass and inertia.
This approximation can be made in the modeling of
the visuomotor control of flies, because after an ini-
tial acceleration, within a short time (< 10 ms) the fly
reaches a constant velocity as the force produced by
the wings is balanced by the increasing air friction. The
motors had a distance ofc = 1 u, given in units u of
the agent’s widths (1 u= 0.25 cm). The force vectors
produced by the wings of the fruitflyDrosophilahave
an estimated perpendicular distance from the center of
the fly of about 0.2–0.3 cm (body-length: 0.3 cm) [21].

The velocitiesvvvl = (0, vl) andvvvr = (0, vr) (Fig.
4) of the motors were proportional to the force of the
two motors. Each motor produced a constant velocity
v0 = 0.1 u/step which was modulated by the outputs
of the processed visual information:

vl = v0 − T (sl), vr = v0 − T (sr). (2)

The signalssl and sr result from the visual motion
information via the control signalsml andmr and in-
trinsic noisenl andnr (Fig. 5):

sl = kml + nl , sr = kmr + nr, (3)

wherek is a proportionality factor. The control signals
ml andmr are explained in detail in Section 2.3.

As the force produced by the wings of the fly never
becomes negative, the velocitiesvl andvr are always
greater than or equal to 0 u/step. This was achieved by
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Fig. 4. Motor system of the simulated agent. The motors are
separated by a distancec and lead to velocitiesvvvl andvvvr .

Fig. 5. Noise signalnl of left motor (Gaussian distribution with
σ = 0.64◦/step).

the sigmoid functionT (s) for the left and right motor,
respectively:

T (s) =



−v0 if s < −v0,

s if |s| 6 v0,

v0 if s > v0.

(4)

The system had two degrees of freedom: translation in
the heading direction and rotation around the vertical
body-axis. The translatory and rotatory velocities were

vt = vr + vl

2
and ψ̇ = vr − vl

c
. (5)

2.3. Coupling of sensor and motor systems

2.3.1. Orientation towards stationary objects
In behavioral studies with flies, Reichardt and Pog-

gio [38,42] showed that the fly orients itself towards
a single black stripe in an otherwise homogeneous
arena. This so-called fixation behavior is in contrast to
a fly’s behavior in a visually homogeneous environ-
ment, where it turns in all directions with equal prob-
ability. Due to intrinsic noise the motor system con-
tinuously produces torque, resulting in turning move-
ments in either direction. The noise has a Gaussian
distribution [42].

One explanation of the fixation behavior is based on
the fact that the turning response of flies in open-loop
experiments is stronger if a stripe moves from front
to back than in the other direction [31] due to the
asymmetric response of the HS-neurons. As the noisy
torque signals of the motor system lead to movements
of an object’s retinal image, the resulting image flow
will cause the fly to orient towards the object because
the positive response to progressive motion is stronger
than the negative response to regressive motion.

Besides the large field cells also the small field cells
[13–15,28,30] are assumed to participate in object
fixation and additionaly in tracking moving objects.
These cells respond selectively to motion in small ar-
eas of their receptive field. As these cells have not
been included into our model controller, we will not
describe them in further detail here.

In experiments where two stripes (at various angu-
lar separations1ψs, up to 180◦) are presented, the
fly does not show any preference for either one of the
stripes. For a separation of the stripes of1ψs < 40◦,
flies fixate at the middle point between the two stripes.
At around1ψs = 40◦–60◦, there is a transition from
one stable orientation to two stable orientations. For
1ψs > 60◦, flies fixate on one stripe for a certain
amount of time, then switch to the second stripe, fixate
and switch back etc. They fixate upon each stripe for
approximately the same amount of time. Flies, how-
ever, do not fixate directly on the center of each stripe
but fixate a point off the center such that the fly is
slightly oriented towards the other stripe. Especially
for ψs = 60◦, there is a high variation of the fixation
behavior of individual flies and the fixation point lies
between about 2◦ and 15◦ off the center of the stripe.
No such scatter was observed for1ψs = 80◦–180◦.
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At an angular separation of 180◦ an almost exact fix-
ation on the center of the stripe has been observed
[38,41,42].

To test the model of the fixation behavior of flies,
the signals that result from the large field integration
units were coupled proportionally to the motor system.

mf
l (t) = ωllβl + ωlrβr,

mf
r(t) = ωrlβl + ωrrβr. (6)

The matrix

WWW =
(
ωll ωlr
ωrl ωrr

)
=

(
0.9 −0.4

−0.4 0.9

)
(7)

contains the transmission weights for the coupling of
the outputsβl andβr of the two large field integration
units to the left and right motor. We assumed bilateral
symmetry for the sensorimotor coupling.

2.3.2. Optomotor response
While flying, flies are continuously stabilizing

their course. In order to compensate for disturbances,
which cause large rotatory image motion, they exe-
cute turning movements — the so-called optomotor
response — along the direction of the image motion.
This behavior may be implemented by cells that in-
tegrate the difference of the output signals from the
horizontal cells in the two optic lobes [31,43]. A
motor signal, simply proportional to the difference
of the image motion in the two eyes, has two major
disadvantages:
1. The response of the Reichardt motion detector in-

creases with increasing image motion up to an
optimum and decreases again for faster motion.
Due to this response characteristic, ambiguous re-
sponse signals result with respect to pattern veloc-
ity. It is impossible to decide from the visual sig-
nal alone whether the image motion resulted from
a pattern that moves at low or very high speed.
Full compensation is not possible.

2. In general, a purely proportional controller (with-
out memory) may cause oscillations because the
compensation behavior is active only until the reti-
nal image is stabilized. As the disturbance per-
sists, image flow will again be detected and the
compensation behavior is once more active until
the retinal image is stabilized again, etc.

This second point, however, does not seem to be a
disadvantage for the control system of flies. Warzecha
and Egelhaaf [49] could show that, due to the response
characteristic of the motion detector, large-amplitude
fluctuations in the image motion, generated when the
optomotor system becomes unstable, are transmitted
with a small gain; this leads to only relatively small
turning responses and thus small image motion.

To model the optomotor response behavior, the sig-
nals βl and βr that result from the large field units
were integrated over time. The realization of this stage
in biological systems is most probably different from
a pure, linear integration [43], but are not modeled in
more detail here.

In simulation the integration was replaced by a sum-
mation:

Bl(t) =
t∑

−∞
βl(t

′), Br(t) =
t∑

−∞
βr(t

′). (8)

The coupling of these signals to the motor system leads
to the control signals:

mor
l (t) = ωllBl(t)+ ωlrBr(t),

mor
r (t) = ωrlBl(t)+ ωrrBr(t),

(9)

with the transmission weights from Eq. (7).

2.3.3. Optomotor response and object fixation
Experimental results suggest that the behaviors for

course stabilization and approach towards stationary
objects of flies may be implemented at least partially
by a common sensory circuit [5,23,24,42]. In order to
test this we designed agents with a visuomotor con-
troller that regulated both the optomotor response and
the fixation behavior. For the controller the control sig-
nals for optomotor responsemor and object fixationmf
were combined into a proportional-integral controller:

ml(t) = kfm
f
l (t)+ korm

or
l (t),

mr(t) = kfm
f
r(t)+ korm

or
r (t),

(10)

with the constant factorskf = 0.5 u/step andkor =
5.0 · 10−4 u/step. A similar processing step is used in
computer simulations to model the figure-ground dis-
crimination in the visual system of flies [43] and has
also been described to explain data of the oculomotor
signals in primates, where a pulse of activity is trans-
formed into a sum of the pulse and its integral before
being transferred to the motor neurons [7].
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Fig. 6. Sketch of simulated arena: (a) side view of the arena with a sinusoidal pattern and (b) with one black stripe, and (c) top view. The
stripe is at 0◦, initial orientation of agent is atψs.

3. Experiments with the simulated agent

3.1. Fixation behavior

To compare the performance of the fixation behavior
of the agent with that of flies in the studies of Reichardt
and Poggio [38,39,42], we ran three experiments. In all
three, the agent was fixed in the middle of a drum and
therefore had only one degree of freedom, the rotation
around its vertical body axis. The angular velocity of
the turning responsėψ is given by Eq. (5).

Experiment 1 (Fixation on a single stripe). A single
black stripe (angular width 17.3◦) was presented on
the wall of the drum in an otherwise white surrounding
(Fig. 6(a) and (b)). The initial orientation of the agent
wasψs = 41.4◦. The simulation ran for 10 000 time
steps.

Result. Due to torque fluctuations caused by intrinsic
noise of the system, the retinal image of the stripe was
not stationary. The agent turned towards the object be-
cause the turning response was stronger to progressive
than to regressive motion. Within 1100 steps the agent
oriented towards the stripe. For the rest of the simu-
lation the agent was able to fixate on the stripe (Fig.
7). The slightly overlapping receptive fields of the in-
tegration units were necessary for the agent to keep
the stripe in the front because agents which lack this
characteristic were not able to fixate on the stripe in
front of them.

Experiment 2 (Fixation on two stripes). In this ex-
periment we ran five simulations with two black
stripes (angular width 17.3◦ each) at an angular

Fig. 7. Histogram of the agent’s orientation angleψ in a drum
with one stripe atψs = 0.0◦: ψ̄ = 0.95◦ ± 11.21◦.

separation of1ψs = 40◦,60◦,80◦,100◦, or 180◦,
respectively, on the otherwise white wall of the drum.
In order to simulate the fixation behavior for two
stripes, the agent was turned away from one stripe af-
ter every 2000 time steps by a large rotation angle of
|ψ | = 72◦ for 1ψs < 180◦ and of |ψ | = 144.0◦ for
1ψs = 180◦. The direction of the rotation was cho-
sen randomly. The simulations ran for 50 000 steps
each.

Result. Similar to the experiments with flies a transi-
tion from one stable orientation to two stable orienta-
tions took place. At an angular separation of the two
stripes of1ψs = 40◦ the histogram shows a single
peak in the middle between the two stripes (Fig. 8).
For1ψs > 40◦ the agent either fixated on one or the
other stripe. The influence of the sensitivity function
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Fig. 8. (a) Fixation behavior of a fly for two stripes (redrawn from [42]) with angular separation of1ψs = 40◦,60◦,80◦,100◦, and 180◦.
Histogram of the error angleψ between the heading direction of the fly and the stripes in the drum. (b) Fixation behavior of a simulated
agent. Histogram of the agent’s orientation angleψ in a drum. Angles of the peak and standard deviations of the bimodal Gaussian
distribution are given in the diagram.

of the large field integration units is essential for this
behavior. When agents were tested with a uniform sen-
sitivity distribution, they fixated for all1ψs on a point
in the middle between the stripes, where the contrast
distribution and thus the image motion on the left and
right eye are equal. Yet, with the sensitivity distribu-
tion S(j) (Eq. (1)), the optical flow resulting from the
stripe nearest to the heading direction had a higher in-
fluence on the turning response; the agent thus fixated
on that stripe.

For 1ψs = 60◦,80◦ and 100◦, the bimodal his-
togram1 of the orientation angles shows that the agent
did not fixate directly on the center of the stripe be-
cause the estimated angular separation of the peaks of
the histogram (Fig. 8) is smaller than the angular sep-
aration of the two stripes. For1ψs = 180◦ the agent
directly fixated on the center of the stripes.

Experiment 3 (Fixation on a stripe on a textured sur-
rounding pattern). On the walls of the drum a stripe
(contrastC = 1.0) was presented with a surrounding
sinusoidal pattern (C = 0.5 andλ = 36◦). The start-

1 To obtain the maxima and variance of the bimodal histogram
(Fig. 8) of orientation angles, the sum of two Gaussian distributions
is fitted to the data.

ing orientation of the agent was atψs = 61.8◦. The
simulation ran for 10 000 steps.

Result. The agent fixated on this stripe after 1300
steps, although due to its own turning response the
motion signal that resulted from the sinusoidal pattern
was non-zero (Fig. 9). Due to the contrast dependency
of the motion detectors, the signal that resulted from

Fig. 9. Histogram of the agent’s orientation angleψ in a drum
with sinusoidal pattern of low contrast and one prominent stripe
(at ψs = 0.0◦): ψ̄ = 1.99◦ ± 11.24◦.
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Fig. 10. Optomotor response. (a) Histogram of the agent’s optomotor response. The agent is fixed at the center of a rotating drum. Rotation

of drum: ψ̇d = 2.9◦/step; rotation of agent:̄̇ψ = 2.8 ± 1.0◦/step. (b) The agent’s optomotor response is dependent on the angular speed
of the arena.

the prominent stripe was much larger than that from
the sinusoidal pattern, resulting in a turning response
towards the stripe.

3.2. Optomotor response behavior

Experiment 4. As in the previous experiment, the
agent was fixed in the middle of a drum and could
only turn around its vertical body axis. In order to test
the optomotor response a sinusoidal pattern(λ = 36◦)
(Fig. 6(c)) rotated with a constant angular velocity
ψ̇d. The simulations ran for 10 000 time steps with
different velocitiesψ̇d (Fig. 10(b)).

Result. In order to stabilize the retinal image and thus
its orientation in the drum, the agent produced on an
average a compensatory turning response of¯̇ψ ± σψ̇
(Fig. 10). The agent was able to compensate for 97%
of the arena’s rotation when the angular velocity was
lower than 7◦/step. Due to the sigmoid function (Eq.
(4)) the agent was not able to compensate to this extent
for higher velocities of the drum.

Experiment 5. As Warzecha and Egelhaaf [39,49]
suggested a simple proportional controller for the gen-
eration of the optomotor response behavior, we also
tested the performance of the agent with a proportional
controller:

ml(t) = kfm
f
l (t), mr(t) = kfm

f
r(t), (11)

with the constant factorskf = 0.5 u/step.

Result. With a purely proportional controller the
agent was able to compensate for only 35% of
the external rotation of the drum (¯̇ψ = 1.0 ±
1.3◦/step). However, the standard deviation was only
slightly larger than with the proportional-integral
controller.

4. Implementation on the robot

The controller was implemented on a mobile robot,
theKheperaTM (Fig. 11). The imaging system on the
robot consists of a conical mirror mounted above a
small video camera. The optical axis of the video cam-
era is oriented to the center of the cone. This configu-
ration provides a 360◦ horizontal field of view extend-
ing from 10◦ below to 10◦ above the horizon [19]. The
image was sampled on five circles along the horizon
within a vertical aperture of 2.1◦. The samples were
averaged vertically to provide robustness against in-
accuracies in the imaging system. Then the samples
were horizontally lowpass filtered using a Gaussian
filter, resulting in 96 sensors on the horizontal ring,
48 for each eye. The resolution was higher than in the
simulation.

In processing of the video images, we modelled
both the temporal aspects of the LMCs and their
spatial aspects, the latter by using a spatial band-
pass filter obtained by predictive coding — a pro-
cedure known as image compression (e.g., [53]).
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Fig. 11.KheperaTM robot with vision module. The optical axis of
the camera is oriented vertically upwards, receiving mainly visual
input from the image on the conical mirror.

Table 1
Predictive coding: weights of the lateral inhibition area with center
pixel 0 and lateral pixels±3,±2,±1 (obtained from 2000 images
recorded during typical trajectories of the robot)

Pixel 0 ±1 ±2 ±3
Weight 1.000 −0.510 0.003 0.007

The weighting function of the filter is formed by
three input units (m = 3) in either direction.
Table 1 gives an average filter characteristic that was
obtained from 2000 images recorded during typical
trajectories of the robot. The visual stimuli were then
temporally highpass filtered and amplified. Filtering
as well as motion detection were the same as during
simulation.

The transmission weights that couple the outputs of
the large field integration unitsβl andβr to the motor
system were the same as during simulation (Eq. (7))
and the control signals resulted from Eq. (10). The
constant factors were set tokf = 4.0 mm/s andkor =
4.0·10−3 mm/s. Intrinsic noise signals with a Gaussian
distribution (Fig. 12) caused random rotations around
the vertical axis. The velocity of the motors could be
set stepwise to±8n mm/s with n = 1, . . . ,10 for
the left and right motor. The basic velocity was set to
v0 = 40 mm/s, which was modulated by the visual
motion signals. The robot was updated at a rate of
12 Hz.

Fig. 12. Gaussian distribution of turning response due to the noise
that is added to the motor signals.

5. Experiments with the robot

5.1. Optomotor response behavior

Experiment 6. In this situation, as in the fixation ex-
periments with flies, the robot was only able to turn
around its vertical axis within a circular arena (diame-
ter: 45 cm). For the optomotor response a pattern with
black and white stripes was painted onto the wall of the
arena (λ = 51.4◦). Instead of a constant rotatory bias
of the drum, asymmetric motor signals were added to
the left and right motor:∓24 mm/s (this corresponds
to ψ̇ = ±4.2◦/frame).

Result. In the case of an asymmetric motor signal
that led to a rotation of the robot about the vertical
body-axis, the robot produced a compensatory turning
response by the internally generated control signals
compensating for 97% of the motor asymmetry (Fig.
13(a)).

5.2. Fixation behavior

Experiment 7. To test the fixation behavior, a single
black stripe (angular width: 25.7◦) was painted onto
the white wall of the arena. At the beginning of the
experiment, the stripe was at an orientation ofψ =
57◦ off the heading direction. Instead of measuring the
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Fig. 13. (a) Histogram of the optomotor response in the presence of a motor asymmetry of the left and right motor
(vvva = (va

l , v
a
r ) = (−24,+24) mm/s) (9700 steps). Compensatory motor signals of the left and right motor resulted invl = 23.2±7.2 mm/s

and vr = −vl . (b) Histogram (9700 steps) of the visual angleϕ of the stripe’s retinal image:̄ϕ = −0.29◦ ± 10.36◦.

absolute orientation of the robot in the drum, we used
the visual angle of the stripe’s retinal image.

Result. In an arena with a single black stripe, the
robot was able to orient itself towards the stripe after
about 8 s and fixate on it (Fig. 13(b)). This was in
accordance with the result from the simulation.

5.3. Approach behavior

Experiment 8. In the next experiment the robot was
started from various positions and with various ori-
entations in the arena (Fig. 14). The robot had two
degrees of freedom: translation in the heading direc-
tion and rotation around the vertical axis. The rota-
tory and translatory velocities were set according to
Eq. (5).

Result. When the robot had two degrees of freedom,
i.e. was able to both translate and rotate, it approached
the stripe in all tested cases (Fig. 14). The movement
of the robot was guided by the motion perceived at the
border of the stripe since no motion information can be
derived from the uniform black stripe. Therefore, the
agent often approached one border of the stripe instead
of heading directly towards the middle of the stripe.
The trajectories were obtained by a visual tracking
system with a video camera recording the arena from
a bird’s-eye view. The system tracked a red marker on
top of the robot.

6. Discussion

We have investigated whether one visuomotor con-
troller is sufficient to generate both optomotor re-
sponse and fixation behavior. We could in fact show
that this was possible. Both the simulated agent and
theKheperaTM robot showed optomotor response and
fixation behavior depending on the particular environ-
mental conditions. In addition the robot approached
prominent objects in the arena if it was able to move
around. In this section we discuss the sensorimotor
control of the simulated agent and the robot and give
suggestions for further improvements.

6.1. Visual system

The visual signals were spatially lowpass filtered in
order to model the spatial sensor layout at the recep-
tor layer. Predictive coding as suggested by Srinivasan
et al. [34,45] together with temporal highpass filtering
were applied in order to reduce redundant information
from the image. The signal was then amplified such
that it matched the full range of contrast sensitivity.
The image processing procedure could be further im-
proved because the spatial inhibitory surround that re-
sults from a filter designed with the predictive coding
technique was slightly stronger than actually observed
in the fly’s lamina. More recent theories take another
approach to extract the maximal possible spatiotempo-
ral information for a given sensory system [47]. They
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Fig. 14. Approach of single stripe in an arena. The robot starts with the orientations relative to the center point of the stripe
1ψ = −60◦,60◦,65◦, and 70◦.

suggest a procedure to optimize a neural filter for an
image sequence that the system normally encounters
such that the information flow through the visual sys-
tem is maximized. This may be implemented as a next
step to model the lamina of flies in more detail. In addi-
tion, adaptive processes in the photoreceptors may be
implemented to extend the range of luminances over
which the sensors can operate. These processes will
become essential if the system experiences large vari-
ations in lighting conditions, which was not the case
in this study.

Missler and Kamangar [35] modeled the informa-
tion processing of the fly’s visual system for a tracking
system. However, to design a controller that regulates
the two behaviors of optomotor response and object
fixation under real world conditions, some character-
istics of the fly’s visual system are essential which we
included but which were missing in their model: (i)
the reduction of signal redundancy in the lamina by
lateral inhibition, (ii) the characteristic of the motion
dectectors that respond more strongly to progressive
motion (from front to back) than to regressive motion

(from back to front), and (iii) the overlapping recep-
tive fields as well as the sensitivity distribution of the
tangential cells in the lobula plate.

6.2. Visuomotor control

Our work has demonstrated that with the controller
the agents succeeded in both tasks of optomotor re-
sponse and object fixation.

Experimental results on files suggest a temporal in-
tegration stage of the output signals from the honzon-
tal cells for the optomotor response [31,43]. We have
shown that for our agent, integration of the image mo-
tion signals leads to an optomotor response behavior
comparable to that of files. Purely proportional control
signals are not sufficient to compensate for the drum’s
rotation. Nevertheless, as in flies [39,49], no unstable
behavior results due to the response characteristic of
the motion detectors.

The following perceptual properties are essential
to generate a fixation behavior similar to those in
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flies: (i) an asymmetric response of the motion detec-
tors to progressive and regressive motion, and (ii) the
non-uniform spatial sensitivity function of the large
field integration units with their overlapping fields in
front of the agent.

6.2.1. Simulated agent
The fixation behavior of the simulated agent is com-

parable to that of flies. Similar to the transition of be-
havior in flies, the agent changed the fixation behav-
ior from the fixation of the middle point between the
stripes at1ψs = 40◦ to the fixation of the two single
stripes for1ψs > 60◦, where the agent fixate on either
of the stripes for a certain amount of time. Analog to
the findings in flies, for1ψs = 60◦,80◦ and 100◦, the
estimated angular separation of the peaks of the his-
togram (Fig. 7(b)) was on an average smaller than the
angular separation of the two stripes. When the agent
fixated upon one of the two stripes, the motion signal
that resulted from the second stripe in the lateral vi-
sual field produced a turning response in its direction.
This behavior strongly depends on the non-uniform
sensitivity function of the large field units and on the
angular separation of the two stripes. For example, a
uniform sensitivity distribution would cause a fixation
on the center point between the two stripes. By the
use of a threshold function for the outputs of the large
field units, it may be possible to alter the agent’s fix-
ation behavior in the presence of two stripes. When
fixating upon one stripe in the heading direction, the
response to the second laterally placed stripe is smaller
and could be reduced further by a threshold function.
Like flies, the agent fixates on the center of the stripes
for 1ψs = 180◦.

Differential equations have been used [37,42] to de-
scribe the optomotor response and fixation behaviors
of flies under the same condition of one dynamic de-
gree of freedom: rotation around the vertical axis. The
phenomenological equation of motion describes in a
first approximation the reaction of the fly under nor-
mal fixation by the instantaneous values of the pattern
position and velocity (see also [38,41]). In contrast
to our controller, the stages of image preprocessing,
motion detection and processing of the visual motion
information that lead to information about pattern po-
sition and velocity are not part of these simulations.
Nevertheless, in the differential equation the shape
of the distribution of the position-dependent term for

the one-stripe-fixation behavior is similar to the spa-
tial senstivity distributionS(j) of the large field units
that integrate local motion information spatially in our
model controller. Both indicate the attractiveness or
the reaction strength towards the stripe located at a
certain spatial position on the retina. In fact, the simu-
lations of the two-stripe fixation behavior with differ-
ential equations and with our controller lead to com-
parable results.

6.2.2. Robot
The implementation of the control structure onto

the robot was straightforward and the results showed
that the simulations represent the real world condi-
tions of the robot very well. We slightly changed the
proportionality factor for the proportional and integral
parts of the controller and reduced the time constant of
the lowpass filter that simulated the transmission time
through the controller. The robot was able to fixate on
the black stripe and also to stabilize the retinal image
by optomotor response. However, with two degrees of
freedom the robot even approached prominent objects
in the scene.

Our controller for the robot and the simulated agent
is a simplification of the control structure of flies.
One large simplification is that the robot is moving on
a 2D plane. We do not model flying insects [22,48]
but agents with two degrees of freedom: the rotation
around the vertical body axis and the translation in the
heading direction. The controller also does not take
into account the fly’s head movement relative to its
body [20,32,48].

Other robots inspired by the visual motion process-
ing of flies have been designed mainly for obstacle
avoidance. Franceschini et al. [18] used a robot in a
real environment that extracts the visual motion infor-
mation from a ring sensor. Their robot has analog op-
toelectronic circuits on board to detect the local mo-
tion signals. The robot used the motion information
for obstacle avoidance and a light sensor for the ap-
proach of a distant goal. The movements of the robot
were piecewise linear translations with constant veloc-
ity and saccadic rotations, using the fact that during
pure translations the image motion for objects in the
distance is smaller than for objects close to the robot.
Robots have been designed [51] for wall following in
a corridor that execute translatory and rotatory move-
ments at the same time. Again the translatory image
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flow signals the distance to the walls. In order to ob-
tain the translatory flow the number of rotations of the
wheels are used to correct the image flow for rotatory
motion. For optomotor response and object approach
no pure translatory motion signal is necessary. There-
fore, our robot executes rotations and translations at
the same time with translatory and rotatory speed that
varies according to the image motion, e.g., large pro-
gressive image motion reduces the forward speed.

7. Conclusion

We combined models of the visual information
processing system in flies [21,27,28,34,45] with
models of the control structure of their orienta-
tion behaviors [5,6,9,10,42,43] and transferred the
simulations onto a robot that moves in a real envi-
ronment. Testing the behavior of a robot in a real
environment, we have been able to show that for
optomotor response and object fixation, it is not nec-
essary to implement separate modules for the two
behaviors. One controller regulates both the optomo-
tor response and the fixation of stationary objects.
Which of the two behaviors predominates depends
on the particular environment. The definition of a
basic set of behaviors that enables the agent to ac-
complish a given task is a fundamental problem for
the design of behavior-based architectures. The de-
signer has to predict all possible interactions between
behavioral modules and the environment. Thus the
decomposition of the control architecture into behav-
ioral modules has to be done very carefully.

Our results agree with results from previous simula-
tions using differential equations [9,42,43] and exper-
iments on flies (e.g., [5,42]) in that the large field cells
alone are most probably not responsible for the full
object fixation behavior. Full object fixation is medi-
ated by other cells, as for example the small field cells
[13], which respond selectively to motion in small ar-
eas of their receptive field, or to other position-induced
mechanisms. This is especially the case for the track-
ing of moving objects, e.g., a male fly chasing another
fly or a fly approaching a flower moving in the wind.
The stabilizing role of the optomotor system does not
allow for the fixation of moving targets against a fea-
tured background if fixation and optomotor system are
coupled like in our controller [9,33,48,52]. Additional

sensorimotor control is necessary for full object fix-
ation, e.g., in the presence of two and more objects
(stripes) and especially in a non-stationary environ-
ment.

For further studies on autonomous robots and fly
behavior, the implementation of our controller on an
analog VLSI chip would be very useful. On such chips,
motion detection mechanisms have been successfully
developed [1,25,44]. These chips integrate both the
photosensors and the motion computation on a sin-
gle chip. As in biological systems, a parallel process-
ing of visual signals is thus possible. These chips are
very small and represent an alternative to conventional
computer vision systems; however, there are still prob-
lems intrinsic to this approach. The sensors show a
poor signal-to-noise ratio, and the performance de-
creases significantly at low contrast and low illumina-
tion levels. However, for the simulation of biological
processes this does not have to be a disadvantage, as
noise is intrinsic in all biological neural systems and is
also an important feature, because it allows switching
between behaviors which otherwise could get stuck in
local minima.
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