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Abstract

We present an approach for designing interest operators
that are based on human eye movement statistics. In con-
trast to existing methods which use hand-crafted saliency
measures, we use machine learning methods to infer an in-
terest operator directly from eye movement data. That way,
the operator provides a measure of biologically plausible
interestingness. We describe the data collection, training,
and evaluation process, and show that our learned saliency
measure significantly accounts for human eye movements.
Furthermore, we illustrate connections to existing interest
operators, and present a multi-scale interest point detector
based on the learned function.

1. Introduction

The past decade has seen an increasing interest in lo-
cal feature based methods [31, 16, 7]. In this paradigm,
visual objects are represented by sets of local image fea-
tures, evaluated at particularly ”interesting” locations. This
has several benefits. In contrast to methods that use global
information (for example, a single image patch which cov-
ers the entire object), the parts-based approach is generally
believed to be more effective in representing the complex
variations that occur within visual object categories. In par-
ticular, articulated objects and partial occlusions can be han-
dled naturally in this framework. Also, entire images can be
encoded and processed efficiently, which is of great impor-
tance today as the size of databases keeps growing.

Before local features can be computed, interesting loca-
tions, or interest points, must be determined. To this end,
one usually applies an interest operator, which takes the im-
age as input and returns a set of coordinates where the im-
age contains potentially interesting information. However,
an appropriate notion of interestingness for, say, a catego-
rization task, is rather complex and can only be vaguely de-
fined. Most interest operators work under the simplifying

(while physiologically plausible) assumption that interest-
ing locations are points which are visually salient, i.e. ”pop
out” in some way.

A variety of interest operators are currently used, each
one implementing a different notion of saliency. For in-
stance, the detectors by Förstner [9] and Harris [10] mea-
sure visual saliency by means of the local autocorrelation
matrix. They were used in [31, e.g.] and [35] for image
retrieval and object recognition, respectively. A scale in-
variant generalization of the Harris detector was applied in
[17]. This idea was further extended to affine invariance in
[18]. In the field of object detection, Lowe [16] proposed
an interest operator based on maxima of the Laplacian (as
in proposed in [15]) and local curvature. This approach has
become popular also because in was introduced in connec-
tion with the widely used SIFT features which have been
shown to be extremely robust under many image transfor-
mations [19]. Another widely used method was developed
by Kadir and Brady [13] who derive their saliency measure
from local entropy (usually of the intensity distribution) and
changes in the local statistics over scale. An application of
their method can be found in [7]. For more information
on interest operators and a comprehensive comparison, see
[30][20].

One of the original motivations for using interest oper-
ators is the fact that the human visual system samples im-
ages at discrete locations, called fixation points. It is only
during a fixation — which typically lasts for a several tens
to hundred milliseconds — that the incoming image is an-
alyzed by the visual system. Between two fixations the
gaze position moves extremely fast (within a few millisec-
onds) from the previous to the next fixation location. During
these saccades the human visual system is known to be es-
sentially ”blind” [5, 2, 29]. Additionally, the resolution at
which the retinal image is processed decays with eccentric-
ity [34, 28, 1]. This further underlines the special role of
fixated locations, since the image at maximum resolution is
only perceived around the fixation point.

While eye movements are known to depend on numer-
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ous top-down mechanisms, such as the observer’s inten-
tions, thoughts, etc. [36, 11], it is believed that bottom-up
effects, i.e. the local image statistics at fixation points, play
a role as well. Evidence for the importance of low-level vi-
sion was found in [27], where a significantly increased con-
trast around fixation points was reported. In [24], the au-
thors study a large number of local features (such as edges,
entropy, Laplacian, etc.), as to how they predict eye move-
ments in different settings. They also present an actual ap-
plication to image compression. In [21, 22], an explicit
bottom-up saliency model based on color, intensity, and ori-
entation filters (similar to the one proposed in [12]) is shown
to account for saccade targeting. In [33], contrast and edges
were found to be of particular importance. Recent studies
with similar results are, [23, 33, 26, e.g.].

Note that the studies described above construct mod-
els and then test whether they account for eye movements.
Similarly, existing interest point detectors are hand-crafted
filters, even if they are physiologically motivated. In the
work presented herein, we seek to learn the bottom-up
saliency driving human eye movements, in order to build
an interest point detector. The method is meant to comple-
ment existing algorithms for finding interest points which
are rather ad hoc in terms of implementing actual interest-
ingness. To this end, we deliberately avoid to construct fea-
tures based on biological or physiological findings. Instead,
we use a rather general, black-box type approach and sim-
ply train a classifier on fixated vs. randomly selected image
patches.

2. Data Collection

2.1. Setup

Eye movement data was collected from 14 human sub-
jects using 200 gray scale images of natural scenes. The
200 images were presented to each subject in four ses-
sions (50 trials each). To prevent learning artifacts later on
we proceeded as follows: First, the 200 images were ran-
domly chosen from our database, which consists of 1626
calibrated natural images of size 4064 × 2704. From each
image, we cut out a 1024 × 768 window at a random po-
sition, which resulted in ”non-artistic” pictures, i.e. pic-
tures that do not have the most salient object at the cen-
ter and in focus. Effects of this subtlety are discussed in
[27, e.g.]. The 200 images were presented to the subjects at
full screen size on a linearized, 19 inch CRT in a medium
darkened room at 60cm distance (which corresponds to ap-
proximately 37 × 27 degrees of visual angle, and to a res-
olution of 28 pixels per visual degree), with the instruction
to perform free viewing (i.e. simply ”look” at the pictures
with no particular task in mind). Before each image, a pre-
fixation target was shown on a uniform background, which
subjects had been instructed to fixate. The pre-fixation tar-

Figure 1. Sample eye tracking record. The black circle denotes
the fixation position before the image appeared. The dashed line
shows the first saccade, followed by further saccades (solid line).
Fixations are marked by crosses.

get appeared at random locations before the presentation of
each image to remove bias in initial gaze positions. For
each subject, we randomized the order of images, the du-
ration of pre-fixation targets (max(N(2, 0.5), 1) seconds,
where N(µ, σ) is a normally distributed random variable
with mean µ and standard deviation σ) and the image pre-
sentation time (max(N(3, 1), 1) seconds). Every ten im-
ages, a 4× 3 grid of re-calibration targets was shown which
the subjects had been told to fixate. These data were used
off-line to account for drift and to estimate measurement
errors, as described in the next section.

We used a head-mounted video-based Eyelink II eye-
tracker to record eye movements. Head tracking was ac-
tivated, but we found it not sufficiently reliable, so we ad-
ditionally used a chin rest and subjects were told keep their
heads as still as possible. A careful calibration (using Eye-
link software) was conducted at the beginning of each ses-
sion, such that the accuracy was around 0.3 degrees or bet-
ter. Subjects who did not achieve 0.5 degrees accuracy after
several calibration attempts were excluded from the exper-
iment and the subsequent analysis. The tracker was set to
record gaze positions of both eyes at 250Hz. A sample eye
tracking record is shown in Figure 1.

2.2. Drift Correction

A major concern in learning from eye movement data is
the accuracy of the gaze position measurements. In practice,
state-of-the-art eye tracking systems yield errors around 0.5
degrees of visual angle. For instance, [33] report a mean er-
ror of 0.40±0.10 degrees during calibration. We obtained a
similar result, 0.40± 0.14. Unfortunately, at a resolution of
28 pixels per degree, a deviation of 0.4 degrees corresponds
to 11.2 pixels. This makes learning difficult, since even



identical patches can seem uncorrelated when misaligned
by this amount. Even worse, the system drifts over time,
making the calibration error an optimistic estimate of the
”real” error. Finally, the features we are trying to learn may
have a similar scale, if not smaller.

We therefore took great care to minimize and control
measurement errors. For each set of re-calibration points
(shown after every ten images), and for each eye separately,
we fit an affine function to account for drift during the ex-
periment by minimizing

∑

i

‖Ax(i)
measured + b− x(i)

target‖2 (1)

w.r.t. A ∈ R2×2 and b ∈ R2, where xtarget and xmeasured

are the true positions of the re-calibration targets and their
corresponding gaze measurements, respectively. Further-
more, we computed the leave-one-out error [32, e.g.] for
each drift correction function (A,b). Based on this quan-
tity, the worse performing eye was discarded (for each re-
calibration stage separately). Then, the drift correction
functions, as well as the error estimates were linearly in-
terpolated (w.r.t. time) over the whole session of 50 images.
Every fixation with an interpolated error above 1.0 degrees
was discarded, the remaining fixations were corrected us-
ing the interpolated drift correction functions. Finally, we
also discarded trials that were closer than 0.5 degrees to the
screen boundary, or where the pre-fixation target had not
been fixated within 2.0 degrees. This yielded 18065 fix-
ations with an overall measurement error of 0.54 ± 0.19
degrees. Note that this estimate is more conservative than
the calibration error, since it has been averaged over the en-
tire experiment. This is similar to [23], where errors were
estimated at the end of each session (0.54± 0.44 degrees).

2.3. Consistent Locations

As mentioned earlier, eye movements are not only driven
by bottom-up saliency, but also by top-down mechanisms.
For learning bottom-up saliency, this is clearly an undesir-
able effect, since it introduces trends to the data that can-
not be captured by our simple model. Moreover, we have
to expect that top-down effects vary among subjects (e.g.,
the free viewing task will be interpreted differently by dif-
ferent subjects) and change over time [21, 33]. To remedy
this, we only considered image locations that were consis-
tent among subjects, i.e. which had been fixated sufficiently
many times. This was based on the assumption that top-
down strategies tend to be too complex to yield overlapping
fixations (the average number of fixations per subject and
image was less than 6.5). Thus, we conjecture that consis-
tent locations are generated by a type of saliency which is
independent of subject, time, or top-down mechanisms.

To compute consistent locations, we proceed as follows
(Figure 2). Consider one of our 200 training images. If

recorded fixations

consistency image

consistent locations

Figure 2. Finding consistent fixation points. The top panel shows
the sample image from Figure 1 together with all recorded fixa-
tions from all subjects (the black ”x”s). The middle image shows
the corresponding consistency image p(x,y|F). The thresholded
maxima are plotted in the bottom picture.

we assume that the gaze measurement error is normally



distributed with mean zero and standard deviation equal to
σm = 0.54 (the overall measurement error), we can com-
pute the likelihood that a position (x, y) was a fixation tar-
get, given the measured fixation locations (of all subjects)
F = {(x, y)i} for that image. The likelihood — or consis-
tency image (Figure 2, middle) — is given by

p(x, y|F ) =
1
|F |

∑

F

exp(−‖(x, y)i − (x, y)‖/2σ2
m) (2)

All local maxima of p(x, y|F ) that were above a threshold
δ = 1.8/|F | were considered as consistent locations. This
choice for the threshold was chosen by hand. It corresponds
to a location being consistent if there are, for example, at
least two fixations within a 0.25 degree radius. This proce-
dure yielded 1670 consistent locations, approximately eight
per image.

Note that a consistent location can be seen as a weighted
sum of nearby fixation measurements. This averaging effect
brings further benefits in terms of measurement errors by
reducing noise in the gaze measurements.

2.4. Patch Extraction

Regarding the representation of the local image struc-
ture, it is not clear on which scale to look for salient fea-
tures. Ideally, one would use a multi-scale representation.
This would, however, introduce additional parameters for
each location, which would render the learning problem sig-
nificantly harder. For the sake of simplicity, we chose a
fixed patch size, which was determined by cross-validation.
To this end, we cut out 10 centered square image patches
at each consistent location, varying in size between 0.6 and
25 degrees of visual angle (if required, we mirrored the im-
age at its boundaries). This range of sizes allows for an
extensive search over scales, since 0.6 degrees is on the or-
der of the measurement error, and 25 degrees covers most
of the screen. All patches were low-pass filtered such that
they could be down-sampled to 13×13 pixels without alias-
ing effects, and the pixel values were the stacked into 169-
dimensional feature vectors xi. This yielded 10 data sets
(one for each patch size) of size 1670. Finally, all data were
associated with the label yi = 1, denoting the positive class
in our classification setting.

2.5. Negative Examples

The randomized image order, duration, pre-fixation po-
sition, etc. all aim at minimizing factors other than local
image structure that may account for gaze positioning. To
further reduce the risk of learning such artifacts, we col-
lect the negative examples from the same locations as the
positives, but with the image data taken from different im-
ages (as in [27]). That way, the negative examples have ex-
actly the same position statistics as the positive examples.

A possible bias due to the statistics of gaze positions (e.g.,
boundary effects) thus becomes invisible to a discriminative
method.

We collected one negative example for each consistent
location. As with the positive examples, this yielded 10 data
sets of size 1670 (this time, with labels yi = −1).

3. Training

3.1. Algorithm

We used a support vector classifier [4, 32] to learn the
difference between positive and negative examples. Given
the labelled training data (xi, yi) ∈ R169 × {−1; 1}, i =
1 . . . m, we solved the standard SVM problem

min 1
2

∑m
i,j=1 αiαjyiyjk(xi,xj)−

∑m
i=1 αi

s.t. 0 ≤ αi ≤ C∑m
i=1 αiyi = 0

(3)

for αi, i = 1 . . .m using a Matlab wrapper for LIBSVM [6].
The regularization strength was set to C = 1 (based on pre-
liminary experiments). The kernel function was a Gaussian
k(xi,xj) = exp(−γ‖xi − xj‖2), γ was found by cross-
validation (see below). The solution of (3) is takes the form

f(x) =
m∑

i=1

αiyi exp(−γ‖xi − x‖2). (4)

Note that we use f as a real valued saliency measure, not a
decision function (which would have an additional thresh-
old parameter and a sign function), for reasons explained in
the next section.

3.2. Performance Measure

Prediction performance was measured in ROC (receiver
operator characteristic) score [25], also referred to as AUC
(area under the ROC curve) or Wilcoxon-Mann-Whitney
statistic. We preferred this measure over classification ac-
curacy, since it does not depend on the specific choice of
the decision threshold. The ROC score estimates the prob-
ability that two examples, drawn at random, are ranked in
correct order. Random guessing therefore corresponds to a
ROC score of 0.5, whereas a perfect predictor would have
a ROC score of 1. Recent work by [33] showed that eye
movements can be accounted for by a bottom-up saliency
model with a ROC score of 0.63. Note that the performance
of their predictor is rather low compared to what is typical
to many computer vision and machine learning problems
(e.g., face detection or character recognition). It is however
not surprising, since bottom-up saliency can explain only
part of a very complex mechanism.
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Figure 3. The performance of our model as a function of the patch
size. Error bars denote one standard deviation of the mean perfor-
mance.

3.3. Model Selection

We used 13× 13 patches to encode the local image con-
tent. In a preliminary study, we found this a reasonable
choice that trades off insufficient structure (too few pixels)
for superfluous parameters (too many pixels). Note how-
ever, that salient structure may not only occur at pixel level
but also on larger scales. Therefore, the actual visual size of
the patch (measured in visual degrees) was determined by
cross validation.

A problem with large patch sizes is that the extreme low-
pass filtering makes patches of nearby fixations indistin-
guishable. Therefore, care must be taken that such clusters
have all their members in either the training or the test set,
never in both. Otherwise, the generalization performance
may be overestimated. For our cross-validation procedure,
we ensured this by splitting the data image-wise into train-
ing and validation folds, such that validation points always
came from unseen images.

Prior to training and testing the classifier, all patches
were preprocessed to have zero mean. We found that the
performance did not degrade but improve slightly compared
to raw pixel values. This is not surprising, since the saliency
of the local mean intensity of a patch most likely depends
on the intensities outside that patch, which is not encoded in
our representation. Therefore, retaining the mean does not
add relevant information and can only mislead the learning
machine.

For the 10 patch sizes (0.6 up to 25 degrees, equally
spaced on a log scale), we trained and tested our saliency
model using a 100 fold cross-validation, i.e. we trained
on 198 and tested on 2 images. The bandwidth of the
Gaussian kernel σ was found by trying 16 values between

10−1 . . . 102 on a log scale. The mean ROC score of the
best performing σ and its standard deviation as a func-
tion of patch size are shown in Figure 2. Please note that
the prediction performance peaks around 6 degrees patch
size. We performed a paired sign test, creating two ROC
scores for each cross-validation fold, comprising 1) the per-
formance of our learned model and 2) the performance of
the same model, but learned with scrambled labels yi. The
p-values between 1.2 and 16.8 degrees were consistently
below 10−6, indicating that the learning machine was able
to extract significant structure. Also, note that at 0.67, the
performance of our black-box method is comparable to the
results from [33] (ROC 0.63), although their approach uses
hand-crafted, physiologically plausible features.

4. Experiments
4.1. A Comparison to Existing Methods

The purpose of the following experiment is to outline
connections between the learned saliency function and ex-
isting interest operators. First, we tested how well fre-
quently used saliency measures predict the eye movements
recorded in our data set, compared to our model (ROC score
0.67). However, we did not use full implementations of
the interest point detectors, since these usually do not yield
saliency values at all image position, but only at isolated
points (e.g., scale space maxima of the Laplacian [15, 16]).
Instead, six saliency measures were computed:

• The local r.m.s. contrast (or signal energy). For zero-
mean patches, this corresponds to the standard devia-
tion of the 13× 13 pixel values.

• The entropy of the local intensity histogram, computed
from a 13 × 13 neighborhood. This feature is used by
Kadir and Brady’s method [13])

• The determinant and trace of the local Hessian H, as
used in Lowe’s [16] detector and in Lindeberg’s [15]
scale selection principle (note that the trace is equiva-
lent to the Laplacian). Before computing the Hessian,
the image was down-sampled (after appropriate low-
pass filtering) by a factor of 3/13 in order to make the
scale of the derivative filter comparable to that of the
learned operator. For both of these quantities the abso-
lute value was used.

• The determinant and trace of the local autocorrelation
matrix M, as used in the Harris [10] or Förstner [9]
detector. The size of the neighborhood was adapted as
in the Hessian case.

Note that the choice of corresponding scales for the dif-
ferent filters is by no means optimal, it is rather meant to
allow for a qualitative comparison. Still, we found that all
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Figure 4. A sample image (top left) and various notions of local saliency.

features yielded ROC scores above 0.60, the best ones be-
ing entropy (0.64) and r.m.s. contrast (0.65). A possible ex-
planation for this is that all tested measures (including our
learned function) are correlated with contrast. This would
be in agreement with the fact that contrast is arguably one
of the most salient low-level features [27, 21, 33]. Inter-
estingly, entropy performs about as well as contrast. But
Kadir and Brady [13] argue that entropy alone cannot be
good saliency measure, since it uses no structural informa-
tion, i.e. pixels within a patch can be permutated without
changing the entropy. This does not contradict our results,
however. Since our patches were taken from natural images,
the probability of obtaining a patch which is completely un-
structured and has high entropy is low [8]. We might even
conjecture that in the domain of natural images, entropy is
mainly correlated with contrast, which would explain the
good prediction performance of this otherwise poor saliency
measure.

To illustrate the connections between the tested features,
Figure 4 shows saliency maps evaluated on a test image.
Note that all saliency measures are somewhat correlated,
but there are subtle differences. These will become clearer
in the following experiment.

4.2. The Learned Detector

Most of the current interest point detectors [16, 13, 18]
search for salient locations not only on one scale, but on
a scale space over the image [15]. The scale space is often
Gaussian, i.e. the third (scale) dimension corresponds to the
standard deviation of a Gaussian filter with which is image
is convolved. It is common to associate interest points with
a characteristic scale, at which some saliency measure is
maximal over scale. For example, a necessary condition for

an interest point in Lowe’s method is that it is a local maxi-
mum of the Laplacian in a Gaussian scale space. It will be
associated with this scale, if it passes further saliency tests
and becomes an actual interest point (this scale selection
mechanism was first proposed in [15]).

To turn our learned saliency model into a multi-scale
interest point detector, we follow a similar approach. We
construct a Gaussian scale space (with three intermediate
scales per octave, as in [16]) and simply output all scale
space maxima of our saliency measure. The top 50 (w.r.t.
saliency) interest points on our sample image are shown
in Figure 5. For a comparison, outputs of the Lowe and
Kadir/Brady method are also given. In the former, the r pa-
rameter (the maximal ratio of the principal curvatures) was
set to 10, and the top 50 (w.r.t. the magnitude of the Lapla-
cian at the characteristic scale) outputs are shown. For the
latter, the saliency and inter-saliency thresholds were set to
0.25 and 1.2, respectively. This yielded exactly 50 inter-
est points. Note that despite the similarity of the saliency
maps in Figure 4, the selected interest points in Figure 5 are
considerably different.

5. Discussion

In this paper, we described our ongoing work on learning
interest operators from eye movements. In order to make a
learning approach feasible at all, we had to take great care in
thoroughly setting up the experimental and data collection
procedure. We found that the prediction performance of our
approach (ROC score 0.67) is comparable to state-of-the-art
methods for modelling eye movements despite that we did
not use any biological prior knowledge. When comparing
the learned function to saliency measures derived from ex-
isting interest operators, it turned out that all of them could
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Figure 5. A sample image (top left) and the top 50 interest points for Lowe’s method (top right), the Kadir/Brady detector (bottom left) and
our learned interest point detector (bottom right).

predict our eye movement data reasonably well. This is
probably due to the fact that the investigated saliency mea-
sures strongly correlate with contrast which is known to be
one of the most salient features in human low-level vision.

We also presented a preliminary multi-scale detector de-
rived from our learned saliency function. Before it can be
applied in computer vision applications, some issues have
to be resolved: first, the support vector classifier is compu-
tationally inefficient. We are currently incorporating ideas
from [3] and [14] to remedy this; second, the performance
has to be tested in connection with parts-based object detec-
tion and categorization methods.
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